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About MeThe Data Aess IssueThe Role Of CompressionSummarySome Fats About Me (I)
1988 Finished B.S. studies (Physis), University of Valènia.1990 Finished M.S. studies (High Energy Physis). Stage atCERN.1991-1996 Sienti� omputer manager at University Jaume I(Castelló de la Plana).1996-2001 Tehnial diretor of Serviom2000, an InternetServie Provider.

Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummarySome Fats About Me (II)
2001-2005 Freelane developer. Started a ouple of Pythonprojets (OpenLC, PyTables).2005-2008 Founder and president of Cárabos Coop. V., asmall start-up doing business around PyTables.2008-now Freelane developer. PyTables ontinues to be mymain projet.
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About MeThe Data Aess IssueThe Role Of CompressionSummarySome Words About PyTablesStarted as a solo projet bak in 2002. I had a neessity todeal with very large amounts of data and needed to srathmy ith.Foused on handling large series of tabular data:Bu�ered I/O for maximum throughput.Very fast seletions through the use of Numexpr.Column indexing for top-lass performane queries.PyTables Pro is the ommerial version that allows me toontinue improving the pakage.Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummarySome PyTables Users
Downloads in June 2009: 645 (tarball) + 220 (Windowsbinaries).Present in many Linux distributions, like Debian, Ubuntu,Gentoo, Mandriva. . .Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationFirst Commodity Proessors(Early and middle 1980s)
Proessors and memory evolved more or less in step.Memory lok aess in early 1980s was at ~ 1MHz, the samespeed than CPUs.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationIntel 8086, 80286 and i386(Middle and late 1980's)
Memory still pretty well mathed CPU speed.The 16MHz i386 ame out; memory still ould keep up with it.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationIntel i486 and AMD Am486(Early 1990s)Inreases in memory speed started to stagnate, while CPUlok rates ontinued to skyroket to 100 MHz and beyond.In a single-lok, a 100 MHz proessor onsumes a word frommemory every 10 nse. This rate is impossible to sustain evenwith present-day RAM.The �rst on-hip ahe appeared (8 KB for i486 and 16 Kb fori486 DX).
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationIntel Pentium and AMD K5/K6(Middle and late 1990s)
Proessor speeds reahed unparalleled extremes, before hittingthe magi 1 GHz �gure.A huge abyss opened between the proessors and the memorysubsystem: up to 50 wait states for eah memory read or write.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationIntel Pentium 4 and AMD Athlon(Early and middle 2000s)
The strong ompetition between Intel and AMD ontinued todrive CPU lok yles faster and faster (up to 0.25 ns, or 4GHz).The inreased impedane mismath with memory speedsbrought about the introdution of a seond level ahe.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationIntel Core2 and AMD Athlon X2(Middle 2000s)
The size of integrated ahes is getting really huge (up to 12MB).Chip makers realized that they an't keep raising the frequenyforever � enter the multi-ore age.Users start to srath their heads, wondering how to takeadvantage of multi-ore mahines.
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The size of integrated ahes is getting really huge (up to 12MB).Chip makers realized that they an't keep raising the frequenyforever � enter the multi-ore age.Users start to srath their heads, wondering how to takeadvantage of multi-ore mahines.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationIntel Core i7 and AMD Phenom(Late 2000s)
4-ore on-hip CPUs beome the most ommon on�guration.3-levels of on-hip ahe is the standard now.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationWhere we are now(2009) Memory lateny is muh slower (around 150x) than proessorsand has been an essential bottlenek for the past �fteen years.Memory throughput is improving at a better rate than memorylateny, but it is also lagging behind proessors (about 25xslower).In order to ahieve better performane, CPU makers areimplementing additional levels of ahes, as well as inreasingahe size.Reently, CPU speeds have stalled as well, limited now bypower dissipation problems. So, in order to be able to o�ermore speed, CPU vendors are pakaging several proessors(ores) in the same die.Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationThe CPU Starvation ProblemOver the last 25 years CPUs have undergone an exponentialimprovement on their ability to perform massive numbers ofalulations extremely quikly.However, the memory subsystem hasn't kept up with CPUevolution.The result is that CPUs in our urrent omputers are su�eringfrom a serious starvation data problem: they ould onsume(muh!) more data than the system an possibly deliver.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationCan't Memory Lateny Be Redued to Keep Up with CPUs?
To improve lateny �gures, we would need:more wire layersmore omplex anillary logimore frequeny (and voltage):Energy = Capaity x Voltage2 x FrequenyThat's too expensive for ommodity SDRAM.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationWhat Is the Industry Doing to Alleviate CPU Starvation?
They are improving memory throughput: heap to implement(more data is transmitted on eah lok yle).They are adding big ahes in the CPU dies.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationWhy Is a Cahe Useful?
Cahes are loser to the proessor (normally in the same die),so both the lateny and throughput are improved.However: the faster they run the smaller they must be.They are e�etive mainly in a ouple of senarios:Time loality: when the data is reused frequently.Spatial loality: when ontiguous data is aessed sequentially.

Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationTime Loality Data is reused
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationSpatial LoalityContiguous data is aessed sequentially
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationThe Hierarhial Memory Model
It onsists in having several layers of memory with di�erentapabilities:Lower levels (i.e. loser to the CPU) have higher speed, butredued apaity. Best suited for performing omputations.Higher levels have redued speed, but higher apaity. Bestsuited for storage purposes.Introdued by industry to ope with CPU data starvationproblems.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationThe Primordial Hierarhial Memory ModelTwo level hierarhy
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationThe Current Hierarhial Memory ModelFour level hierarhy
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationThe Forthoming Hierarhial Memory ModelSix level (or more) hierarhy
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationOne Upon A Time...
In the 1970s and 1980s many omputer sientists had to learnassembly language in order to squeeze all the performane outof their proessors.In the good old days, the proessor was the key bottlenek.
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationNowadays...Every omputer sientist must aquire a good knowledge ofthe hierarhial memory model (and its impliations) if theywant their appliations to run at a deent speed (i.e. they donot want their CPUs to starve too muh).Memory organization has beome now the key fator foroptimizing.The BIG di�erene is. . .. . . learning assembly language is relatively easy, but understandinghow the hierarhial memory model works requires a onsiderableamount of experiene (it's almost more an art than a siene!)Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationNowadays...Every omputer sientist must aquire a good knowledge ofthe hierarhial memory model (and its impliations) if theywant their appliations to run at a deent speed (i.e. they donot want their CPUs to starve too muh).Memory organization has beome now the key fator foroptimizing.The BIG di�erene is. . .. . . learning assembly language is relatively easy, but understandinghow the hierarhial memory model works requires a onsiderableamount of experiene (it's almost more an art than a siene!)Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationThe Bloking Tehnique IWhen you have to aess memory, get a ontiguous blok that �tsin the CPU ahe, operate upon it or reuse it as muh as possible,then write the blok bak to memory:
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationThe Bloking Tehnique IIThis is not new at all: it has been in use for out-of-oreomputations sine the dawn of omputers.However, the meaning of out-of-ore is hanging, sine theore does not refer to the main memory anymore: it nowmeans something more like out-of-ahe.Although this tehnique is easy to apply in some ases (e.g.element-wise array omputations), it an be potentiallydi�ult to e�iently implement in others.Good News!Fortunately, many useful algorithms using bloking have beendeveloped by others that you an use ,Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationI'm A Python Guy, What Should I Do?Can we, Python users, get maximum e�ieny for ourprograms? Simply put: Yes, we an.To do this, it is a good idea to beome familiar with all theweaponry that Python and third-party pakages o�er: many�ne tools are waiting for you.Then, you should take some time to think and try to expressyour situation in terms of the problems these weapons aredesigned to attak.It is not generally possible to make your problem disappearwith a single swipe: this is an iterative proess (you never stoplearning!) Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationUse NumPy & FamilyNumPy is the standard pakage for dealing withmultidimensional arrays in a �exible and e�ient way.There are many pakages that add a great deal of funtionalityto NumPy. Here are some:SiPy (most of you should know what this is)matplotlib (2-D plotter)MayaVi (3-D visualizer)PyTables (fast and easy aess to data on-disk)sikits.timeseries (manipulation of time series)Distribution pakages like python(x,y) and EPD make your life(muh!) easier. Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationUnderstand NumPy Memory LayoutBeing “a” a squared array (4000x4000) of doubles, we have:Summing up olumn-wisea[:,1℄.sum() # takes 9.3 msSumming up row-wise: more than 100x faster (!)a[1,:℄.sum() # takes 72 µsRemember:NumPy arrays are ordered row-wise (C onvention)Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationVetorize your odeNaïve matrix-matrix multipliation: 1264 s (1000x1000 doubles)def dot_naive(a,b): # 1.5 MFlops = np.zeros((nrows, nols), dtype='f8')for row in xrange(nrows):for ol in xrange(nols):for i in xrange(nrows):[row,ol℄ += a[row,i℄ * b[i,ol℄return Vetorized matrix-matrix multipliation: 20 s (64x faster)def dot(a,b): # 100 MFlops = np.empty((nrows, nols), dtype='f8')for row in xrange(nrows):for ol in xrange(nols):[row, ol℄ = np.sum(a[row℄ * b[:,ol℄)return  Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationMake Use Of Optimized Funtions And LibrariesUsing integrated BLAS: 5.6 s (3.5x faster than vetorized)numpy.dot(a,b) # 350 MFlopsUsing Intel's MKL: 0.11 s (50x faster than integrated BLAS)numpy.dot(a,b) # 17 GFlops (2x12=24 GFlops peak)TipIf you are performing linear algebra alulations, you should try tolink NumPy with Atlas, Intel's MKL or similar tools: you will see asigni�ant boost in performane.Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationNumexpr: Dealing With Complex ExpressionsNumexpr is a speialized virtual mahine for evaluating expressions.It aelerates omputations by using bloking and by avoidingtemporaries.For example, if “a” and “b” are vetors with 1 million entries eah:Using plain NumPy
a**2 + b**2 + 2*a*b # takes 33.3 msUsing Numexpr: more than 4x faster!
numexpr.evaluate(’a**2 + b**2 + 2*a*b’)# takes 8.0 msImportantNumexpr also has support for Intel's VML (Vetor Math Library),so you an aelerate the evaluation of transendental (sin, os,atanh, sqrt. . . ) funtions too.Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationNumexpr: Dealing With Complex ExpressionsNumexpr is a speialized virtual mahine for evaluating expressions.It aelerates omputations by using bloking and by avoidingtemporaries.For example, if “a” and “b” are vetors with 1 million entries eah:Using plain NumPy
a**2 + b**2 + 2*a*b # takes 33.3 msUsing Numexpr: more than 4x faster!
numexpr.evaluate(’a**2 + b**2 + 2*a*b’)# takes 8.0 msImportantNumexpr also has support for Intel's VML (Vetor Math Library),so you an aelerate the evaluation of transendental (sin, os,atanh, sqrt. . . ) funtions too.Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationOperating With Very Large Arrays? Use tables.Exprtables.Expr is an optimized evaluator for expressions ofdisk-based arrays (introdued in PyTables 2.2b1).It is a ombination of the Numexpr advaned omputingapabilities with the high I/O performane of PyTables.It is similar to numpy.memmap, but with importantimprovements:Deals transparently (and e�iently!) with temporaries.Works with arbitrarily large arrays, no matter how muh virtualmemory is available, what version of OS version you're running(works with both 32-bit and 64-bit OS's), whih Pythonversion you're using (2.4 and higher), or what the phase of themoon.Can deal with ompressed arrays seamlessly.Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationAn Example Of A tables.Expr CalulationLet “a” and “b” be single-preision matries with 1 billionentries (1000x1000000) eah (total working set of 11.2 GB,result inluded).Compute the expression “a*b+1” on a 8 GB RAM mahine:Using numpy.memmap
r = np.memmap(rfilename, ’float32’, ’w+’, shape)
for i in xrange(nrows):# takes 166 s and 11.3 GB

r[i] = eval(’a*b+1’, {’a’:a[i], ’b’:b[i]})Using tables.Expr: 17% faster
r = f.createCArray(’/’, ’r’, tb.Float32Atom(), shape)
e = tb.Expr(’a*b+1’)
e.setOutput(r1)

e.eval() # takes 141 s and 180 MBFranes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU Starvationtables.Expr And CompressionAtivating ompression an aelerate out-of-ore omputations inmany ases:Using zlib (opt. level 1)takes 78 s: 1.8x faster than with unompressed arrays.Using LZOtakes 57 s: 2.5x faster than with unompressed arrays.Compression helps to get better performane in disk I/O. No news.Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary A Bit of Computing HistoryThe Hierarhial Memory ModelFighting CPU StarvationSome Words About Multiple Cores and GILThe Global Interpreter Lok e�etively limits the use of severalores simultaneously while in Python spae.However, most of the ode out there is limited by memoryaess, not CPU, so GIL is generally not a problem.In addition, many optimized libraries unlok the GIL whileperforming omputations in C spae, atually allowing the useof several ores simultaneously.AdvieConsider making multi-threaded or multi-proess programs only asa last resort . You should �rst see if CPU is the atual problem andthen try speialized pakages (Atlas, MKL...) �rst.Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosThe Compression Proess
A ompression algorithm looks in the dataset for redundaniesand dedups them. The usual outome is a smaller dataset:
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosThe Role Of Compression In Data AessCompression has already helped aelerate reading and writinglarge datasets from/to disks over the last 10 years.It generally takes less time to read/write a small (ompressed)dataset than a larger (unompressed) one, even taking intoaount the (de-)ompression times.Crazy question:Given the gap between proessors and memory speed, ouldompression aelerate the transfer from memory to the proessor,also? Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosReading Compressed Datasets

Transmission + deompression proesses faster than diret transfer?Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosWriting Compressed Datasets

Compression + transmission proesses faster than diret transfer?Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosThe Challenge: Faster Memory I/O By Using Compression?
What we need:Extremely fast ompressors/deompressors.What we should renoune:High ompression ratios.
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosThe Current State Of CompressorsGenerally speaking, urrent ompressors do not yet ahievespeeds that would allow programs to handle ompresseddatasets faster than unompressed data.As CPUs have beome faster, the trend has been to shoot forhigh ompression ratios, and not so muh to reah fasterspeeds.There are some notable exeptions like LZO, LZF and FastLZ,whih are very fast ompressor/deompressors, but they're stillnot fast enough to hit our goal.We need something better!Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosBlos: A BLOking, Shu�ing & Compression LibraryBlos is a new, lossless ompressor for binary data. It'soptimized for speed, not for high ompression ratios.It is based on the FastLZ ompressor, but with some additionaltweakings:It works by splitting the input dataset into bloks that �t wellinto the level 1 ahe of modern proessors.It an shu�e bytes very e�iently for improved ompressionratios (using the data type size metainformation).Makes use of SSE2 vetor instrutions (if available).Free software (MIT liense).Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosBloking: Divide And ConquerBlos ahieves very high speeds by making use of the well-knownbloking tehnique:
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Very fastCompresses/deompresses at L1 ahe speeds.Lesser ompression ratioThe blok is the maximum extent in whih redundant data an beidenti�ed and de-dup'd.
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosShu�ing: Improving The Compression RatioNumerial datasets normally an ahieve better ompressionratios by applying a tehnique alled �shu�ing� beforeompressing.The shu�ing algorithm does not atually ompress the data; itrather hanges the byte order in the data stream:
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & Blostables.Expr Calulation RevisitedNow that we have a shiny new ompressor library in our toolset, letus see how it ompares with Zlib and LZO for out-of-oreomputations:Method Time (s) Speed-up Memory (MB)numpy.memmap 166 1x 11571tables.Expr (no ompr) 141 1.2x 178tables.Expr (Zlib) 78 2.1x 180tables.Expr (LZO) 57 2.9x 180tables.Expr(Blos) 41 4.0x 180Blos an make a large di�erene proessing very large datasets!Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosBlos and In-Memory DatasetsSeveral benhmarks have been onduted in order to analyzehow Blos performs in omparison with other ompressorswhen data is in-memory.The benhmarks onsist in reading a ouple of datasets fromOS �lesystem ahe, operating upon them and writing theresult to the �lesystem ahe again.Datasets analyzed are syntheti (low entropy, so highlyompressibles) and real-life (medium/high entropy, di�ult toompress well), in both single and double-preision versions.Syntheti datasets do represent important orner use ases:sparse matries, regular grids. . .Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosThe Syntheti DatasetsThese were easy to generate:
y = x y ′ = N− xBoth datasets are vetors with 10 million elements.Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosThe Real-Life DatasetsThese have been taken from drug disovery tests:
(Soure: Toby Mathieson / Cellzome)Both datasets are vetors with 10 million elements.Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosThe Expression To Be Computed
The expression to be omputed for the benhmarks is:r = 3*a - 2*b + 1.1where �a� and �b� are the datasets hosen that are preloadedon the �lesystem ahe , and �r� is the result that will also bewritten to �lesystem ahe too.
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosCompressors UsedThe next ompression libraries have been used:Zlib: good ompression ratios, normal speed.LZO: normal ompression ratios, but very fast (one of thefastest general-purpose ompression libraries I'veseen).Blos: low ompression ratios, extremely fast.Due to the fat that shu�ing improves the ompression ratios forthe datasets in this benhmark, it has been ativated for all theases. Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosBenhmark Setup
Intel Core2 mahine at 3 GHz and 6 MB L2 ahe (dual-ore)8 GB of RAM (datasets �t here omfortably)RAID-0 of 4 SATA2 disk � 7200 RPMSuSE GNU/Linux 11.1 (x86-64)PyTables 2.2 beta1HDF5 1.8.2NumPy 1.3

Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosResults For Syntheti Data
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosComments For Syntheti Data BenhmarksBlos ompresses muh less than LZO or Zlib, but also muhfaster. Both behaviours were expeted.For this highly ompressible data, higher optimization levelsdon't mean slower overall speed.In ontrast to the other ompressors, Blos speed is nota�eted too muh by the single- or double-preision data.This is the �rst time (that I'm aware of) that a omputation madewith ompressed data already in RAM (or in the OS �lesystemahe, to be preise) mathes the speed of the same omputationon unompressed data.Franes Alted On the Data Aess Issue
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����

����

����
	�


������
��������������������������

Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosResults For Real Data Senario

����
��

����

����

	
���
�	�����
�������������������

Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosComments For Real Datasets BenhmarksBlos still ompresses less than LZO or Zlib, but the di�ereneis less now. Also, Blos ontinues to be signi�antly faster.For real data, higher optimization levels an make animportant di�erene, both in terms of time and ompressionratio.In this ase, Blos speed is notieably redued when data isdouble-preision instead of single.Blos annot math the speed of omputations made withunompressed real data yet. However, it is just a matter of timebefore it reahes this goal (using either newer proessors or moreoptimized libraries). Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosSide Note: A HDF5 Design Issue
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If we ould have avoided the extra bu�er opy, the ahieved speedsin previous benhmarks ould have been between a 25% and 50%faster � Blos an e�etively be faster than a regular mempy (!)Franes Alted On the Data Aess Issue
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About MeThe Data Aess IssueThe Role Of CompressionSummary Eliminating Data RedundanyBlos: A BLOked Shu�er & CompressorPyTables & BlosFinal WordsNewer proessors will surely improve unompressed dataproessing.However, the opening gap between memory and CPU speedsmeans that extremely fast ompressors will be able toaelerate in-memory omputations even faster.Blos will be one of the �rst (perhaps the �rst) ompressionlibraries that will be able to show this improved omputingspeed in many situations.
Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummarySummaryThese days, you should understand the hierarhial memorymodel if you want to get deent performane.The hierarhial-aware Blos ompressor o�ers substantialperformane gains over existing ompressors (at the ost ofompression ratio).In some situations, Blos an atually aelerate omputationswith respet to an unompressed senario.OutlookBlos is still in �ux, but version 1 ould be out by the end ofthe summer.I plan to integrate Blos in forthoming PyTables 2.2 (or 2.3).Franes Alted On the Data Aess Issue



About MeThe Data Aess IssueThe Role Of CompressionSummaryMore InfoUlrih DrepperWhat Every Programmer Should Know About MemoryRedHat In.,2007Paul V. Boloto�Funtional Priniples of Cahe Memoryhttp://www.alasir.om/artiles/ahe_priniples/ahe_hierarhy.html
◮ Franes AltedBlos: A bloking, shu�ing and lossless ompression libraryhttp://blos.pytables.orgFranes Alted On the Data Aess Issue

http://www.alasir.com/articles/cache_principles/cache_hierarchy.html
http://blosc.pytables.org


About MeThe Data Aess IssueThe Role Of CompressionSummaryThank You!Thanks also to:The PyTables ommunity, for using, testing, reporting bugsand providing solutions and extensions for the open sourePyTables.PyTables Pro ustomers, for allowing me to ontinue mywork on PyTables.Ivan Vilata i Balaguer, for his inredible work on PyTables.Sott Prater, for his unusual ombination of ommon senseand enthusiasm. Franes Alted On the Data Aess Issue
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